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Knowledge Graph Embedding with Dynamic Attention
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KA JeH = (Knowledge Graph)e 220 21 Uese XNAISES Ue4d0| Js =2 ES 8 210(C0H
XA =ZE= odef JHXI(Entity)S2 2 JHME AOI2] 2tH|(Relation)2 OIR0 A U=, 0l2dst XAl
T MOA Chst 2HE 26| foide XA dHZ LS (Embedding) IS Soll JHXI2E ZH
2 HEXFO0l Z2te| YHZ LHEHLHOF S0 &2 A0 EY, XA IO oy B JefZol &
HE 2 =, o{Eld(Attention)2 J|B2Z 8 e AlA 2 (Graph Neural Network) 2Eiol 32, A
(Static) O{El&E 2MIF LAME £ AS0| HSRC 2 =20M=E DeHZ ABUS AIESS o8& Dlet
of XAdNE AHYUME FR HEHE 2HOt LM3=X &elgtd, 0l 2HE HZdI| fAd =&
(Dynamic) O{EIA DS Z=YSHCh
1.4 2 NAdeHE  A=sol S M2 2Hgn  2AH<2
NAaldefEZsE 20 €0 Aes MR KAasSS aids 25 s =2  AHAZ(Concatenate)sttd
SeEM0l JAes deflZz ESs 240I0H XA ddiEs HEEdES  A&Sts - [3]oICt. O &<, Lt
e RAZ2 HN 2AH=SS =2 H3IAE JHRICH JHZNA 20 HEIEW SAFSE HEIAZ 2 &
A== 28 AFAZAE  ASsH(Triplet) 22 = QUL
LIEFHCEH 22 A=s2 A& JHAl(Head entity)2t &=t Oldgt N&EAQI HEE J|E2 =0l = HHO|IKI2
A (Tail entity), 2l S JHM  AtOIS] 2H=2 2 MM EH OHEE =ZH=Z oo St
O UL XNAdeH=E AHEES2 0ledst 222 HoA B X= &A=0] 26t 88 HElE ZHE
A, ZHSS H=EHol Z2to dH=Z2 HEol= EAEOl JfE HEE JIEE Sol €& HEIE2
BIHES Ol0|stCt, XA DdeHE AHIES Eol S WA =20t LESAH E= SHOICH 0 38 HElAE ZH Ot
AOI2l 2L &SE9 Ata2AH =0l 2 =NHE 2 =Mt EHA 2= ER& JUAXE, @2 =0
ofZe = QULH MetMd XNADHEE HESHH 2HIE HEE2 LM S8 &2 28 It&E 2ot
ot= e Eotdl, 202l WAOIC. FHEotH =, 2ttt HEsx=X SelAH  s=otes
AAaldefZEel Y= Fote EEE2 Hel st & E0| ZMSHCE
22 (Translation distance), 201 Xl 28 (Semantic X oA ZHE oHZSH| {16 Dot 20l SH
matching) S Ol2JtXIDJF UXL, 2 =20K= Ol JI”[2]0ICH JI& OEA JIEUA BldE™
ez MZES AlEsE HElE Jete] XAl = &9 2IXIE Olsote s8 OHE Jg=s S
QAHIY DS JHMole YUY S AZolRULC HEIEES HAE == QUL 0 E2, HEIAS =2}
28t JeiZ Y REo ZR, OoHHAE DJ|gre et S 38 HEE SRt Y45 &2=C.
JE JMFY]e o LEs2 2BH dHgs AN AZe HEAE J(grel XA dHZE AWE JIY
Fgg o, 229 02 2o JI=SXE F0ot:H Cet deE oHegdE I8l |sAte HEE DJlgs
F et etlt. o Bt JeHZ O = ot otLlet, AZESHI HHE0, 38 OHEdE MOt Zags JeZ
NAJDNENME HEE JIHES HEoH HYg= Ol&aotRICH et =2 ==20M= o8& J|Bte
de g = QUL JtE & A YESE otl= Aadei= dHGoAE 3H HgE ZHOt
LHMSH=A Soletl SAIM, &8 HEE JIHES S
¥ wA1 A2} (Corresponding Author) gs01 gde=A =esth

o] A= e EH B FAIN] AYPoz oA
o] A Y (2022R1A2C4001594) 7 AR E217]83 714 2. IOy

o] A U(No. 2022-0-00369, (4MF) AEA 2 i 2 cHetse JeiE g=w,6)= LS9 FE vt 239
dAavto] o] f/EAE AWTEss ik oAHEAA A Zg o2 PAHE JfZo|ch 23 HE €9 A

A AFAT %NS ol A AT,
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GHE € jUA L€ i 29 FIAE < .
=20AM 012 Y& MEeE LE i 2 &ol= 23
XD Ys =9 FE0IC

NADUEE Gy=W,RE & EIBVY R
252t KA Qe 9 HAI, 2 H 2| &I 80| CF.
NAdHZS M=SH2 (eyre) €EEZT UEIHCH 2
JdZ0Me 2HE HEHES 25EXE HIIstt =&
2AHE h;, MM LYHIEY eye , ZAHALHEY r 22
HEEC. =CHE DT HER W) = M
OO JFEXI(Weight) S

LIEE  s8=olch.
SCHz EHE A2X()s WHE 0B a
= BIE| a,b9 LHEE O|0/BHCH

A

3. 2@ ¢3¢
3.1 Jai A1 H A (Graph Neural Network)

JdefiZ Ade Jjge O W =52 dHgs
Heotgr M, 0l =E£°9 2HYES FHEotW XHalg
2HIEgd= U0l o= JIYHOoILh C™JIIM Ol
LE=S9 gHds HEocts gHH O =
Agar Dol BRI UEH &CL A (e
F=HLEESO gHIdE FEolW HO0lEdst= LHES
LHEPL_HEP.

= o(h;, aggregate({h |] € N})
= Hl’i“é g4dst g8 OIDIOFEP aggregate =

3.2 JHZ O{Eld UESRI(GAT)

JefE oEld JEKIAM]NAE ol =29
digds FHetg m 2 LE9 oHAS
HASHH CHE JIEX=E FHESICH A (2) =
JdellE & HERINM OHE&=2 Hitols
8HEH O] Ct,

e(huh,)_ff(a ‘W[h;||hi]) - (2)
0l OEIA 2t2 ATEWMA(Softmax) 4+E Sol
2= 0|20 ol E=3HNormalize) =!CF.

a;; = softmax; (e(hi,h].)) - (3)

Ol LBistEl OfEld =2 olgd o2
g =S FESH HES HUOIE Sl

Wi=o() ay - Wh)-(4)

JEN;

LCo
— ==

3.3 & JdZ HElA UWEKI(GATV2)

320K HZE iz oEE UERIUNAM=s =
S0 Choll AHlateE OfElE gtol 288 =8 IJtkl=
35 oElE SHot 2lstC

& OEE 2HME oiZotdl Qo DnetE 20|
S& dZ oEE dE<Z[2]01C. X HEHHE
M= A (UM S JHe d8HsE 50| Ax5Fe=2

/| =

HAEHA Sl S8 JiZ EE WEAINA
Hatots OEIE=2 32004 H&te OEIENA BlIEE
g S22 e &9 dIOI0E Olsot A&k
Al (

5 S& HEIEES Hatole 2HOIC
e(hy, h;) = a” - LeakyReLU (WT[h;||hj]) - (5)

0% 2T Offld UEYID =20 ATEBWA
1=

of =3t diE 7, SHE S Fgelh

3.4 XAJdZ HIE

ANA = AHIE 2 XA DeHEZOl 2r JHAl, ZHHE
HEXol Z2Ho| HYIEHZ HEst= 2H0ICh #HHZ
HelE M2 2AH== 0ISal JHAM AtOI2l 2 Ol =,
aSeel AMA2H =0l S0l AF=2E &= UCH
AAdeh: S22 A MK ez M=t
(HXet ZAHE <HH=z= FESC (i) A220E
HOISHCEH (i) OHAM,  2AH  dBgds  S&SHC
Az ZHld JI80ls Hel ek, 201 2X,
deiz AEE S 0 SFIF UL

3.5 OElA DJigk XA JeHZ 2HIE(KBAT)
ogE Jigl XAae UHIE

1<

AA e JHE ¥ = otUOoIth

ot
Jlgtel = Ol
QM= 2E  WEHUA  JHMS ZHIES
ZOOIEE M, HAHIt L= 2= 452 OHEHAES
HArsHDH & See HEdes OsS 201 AHag =

QUL

Cije = Wilep|lel|r] - (6)

biji = LeakyReLU(wzci]-k) -~ (7)

@iji = softmaxjk(b,-jk) - (8)
defiZ KEE UERAZLL sAGHA, HatsEl HEIES
Sofl 2k JHMSe 2HES YOolE 8t oEld
dOIHE S B XHEoH z=ZE LHIEES 20U
ADE H2otK sts= MHEL

4, SH OEE JIE2 XAz

AWY =g

Sx T oA WESINAM ARs geis
OEld  DJEr XA = WY I8 St
M2l 2o HHIE =2 2HGIH S&® HE A

g KBATV2R Y 2 MASHC
HEE D18t XA E WY 2o AHM HEH
& IHEE =386t0, & e &8 & AOI0l HIdE
=90l LeakyRelU &+ &HEZ0t( =L,
cij = Wien|led|r] -+ (9)
bji = wyLeakyReLU(c;j;.) -+ (10)
Qijie = Softmax]k(buk) -~ (11)

x

i

ZNECs T HE€EHE 5 w,w,)t EClE L.
Alg

E%ﬂ As HWE <ol X&aDdHE GIOIE A
A= (link prediction)Al &8s &&aACH XA =
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2022 A FEHITESENE =5 F
Lol  AESISOA AR RME  O2  JHHE2 JIFSS o 8 2 YD, X oA Jme
CHAMBIHL, S& HAHE O HA2 OHGIH 2 HRS02M 452 SAAZ & USS =I5
A0 OHol Hits@10, Mean Rank(MR), Mean
Reciprocal Rank(MRR)E Hia&tetl S ZUE T 3330 2. HE= & 015 € & 015
o2 L QUACH. FB15K-237
Hits@102 GI=2 AT0Z =2 MNIAS O, &9 metric Hits@10 MR MRR
10 JHOl 42 1A M= ASSE0 B0l EMats
tn%H% |%*§+u. Mtaan O?:I%ankégggol*%@%ﬂ aE%P% StsgiaTrd 0.6215 206.7 0.4640
Hetotld, =A=2 a3 H 240ICk Mean Reciprocal KBATV? 0.6296 177.9 0.4585
Rankz 2t ME 4SS =9 5, MY =2 =94 Gain 1.287% 13.93% -1.185%
A0l HAE & ZA0ICH [M2tM Hits@102F MRR2 Total gain 14.03%
=S4=2 =2 452 90|50, MRS WE42 =2
Asg 90letl. RE aAlde gzl = (filtered) 6. 22 U &3 o2
230z AR 2 =20iAs OEA JIBo] AT A
H 1FB15K-237 SHE JIMHA X OEE M LASI=X =elstm,
. . Number of triplets =N EId JIEES M50 As0 HWADEX
Entity | Relation Tramn valid Test EolotCH. 8 JrXl OIolEHO  Oelde 4S50l
E 2 FB15K-237 29 2 50| HI+2f0IE REMH=A x5O0, =£ 320 A
HEIMSHII ZLMalD, SXH OHE I8 A58
Model Learning LeakyRelu Weight MNE A=K &OI5HK LM}
rate alpha decay s PN NE OYst CIOIEN SU6HH =X
KBAT 0.001 0.3 0.00001 OHElE DS HE6H dgsS 21l FH OEd
SHOb LMBI=X SolghE 4 QUCH ot BN OEA
KBATV2 {oob%?f {0'3’72'5’ 300'8888;} SHOF LMSHEN MME HNE OHE AS B
: : : = ol =olCh.
5.1 A8 G0l Do
2D HIDE AsHA & ATJE oIy Atgl N
FB%K—Z'C;% ATrlfoiHsﬁﬁu.HlEﬂoﬁla _;Jg{ﬂ EH%_1+| é;‘f g LUP velickovic, G. Cucurull, A. Casanova, A.
I3 2O B 2= ABN AES 2 soimmeog Lomero P.Lio.and ¥. Bengio. “Graph Attention
(Hyperparameter)= LIEFH 240ICH &tO0ITHTH2I0IE = Eetworks’f [/71‘9[”823‘1”2;3/ Conference on Learning
MEEOIHNA ZE(Validation) CIOIEHE 2alste, - oooonarons, suis.

AZ8 M2l OBIEZ (metrics)2 A AHGHALCEH

HE=NA =D s Hlus 01S(gain)2
el olse g2 Ui, 0 & 0|50

OlOIHIIZIOIHHE AF=otA LY.

=, Jl&E gl g KBA
Z0HI W0 AtEs A2
metricOl hits@10, MRR

-12 JHAXl

= g=0ICH5].
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Gain(metric)

score(KBATv2) — score(KBAT)
score(KBAT)

= sign(metric) * 100

AlS

5.2 EEI
M=z d
Ol AIAAM
HIohA =2
GRSIFaRs
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