Beneath the Facade: Probing Safety Vulnerabilities in LLMs
via Auto-Generated Jailbreak Prompts
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Main Contributions Evaluation on Jailbreak Datasets

« AuTomated Jailbreak Prompt GENeration (TroGEN) » Baselines: Dan (SEA4DQ'24), Chat (CCS'24)
* We introduce TroGEN, which uncovers vulnerabilities to various risks in - Target Models: Open-Source LLMs (Llama-3-8B/70B, Gemma-2-9B, Mistral-7B, Vicuna-

LLMs and MGMs by concealing malicious intent, akin to a Trojan horse. 7B/13B, ChatGLM-3-6B, DeepSeek-V3), Closed-Source LLMs (GPT-3.5-Turbo, GPT-4,
Gemini-1.5-Pro), Multimodal Generative Models (Stable-Diffusion-V3.5, DALL-E-3, Imagen3)

» Plug-and-Play Jailbreak Strategies

* TroGEN is designed to incorporate evolving jailbreak strategies, FRD (Fraud) PU (Political Usage) ILL (lllegal) SXC (Sexual Content)
enabling broad evaluation of threats from adversarial exploits. R Gl Cms | bew el s | bEm BT OB | A Gl 00
Llama-3-8B 30.00 81.54 87.18 | 40.00 39.74 79.23 | 31.03 82.56 83.08 | 36.15 80.00 /4.36

* Expanding Safety Evaluation Beyond LLMs Llama-3-70B | 52.56 58.90 91.54 | 63.08 60.26 86.41 | 46.41 56.92 88.46 | 57.18 84.62 83.59
* We lay the groundwork for scalable extension of multimodal safety Gemma-2-98 | 41.28 679> 86.92 ) 48.72 3872 80.00 | 3795 60.26 7513 | 4513 6462 73.33
assessment, ensuring comprehensive evaluations across diverse modalities. Mistral78 | 37.18 5092 el 41.03  31.54 g 34.87 4790 Ry 3846  99.23 N
Vicuna-/B 2692 53.33 68.72 | 31.79 4436 66.67 | 26.41 53.85 63.08 | 32.31 53.59 62.05

Limitations of Existing Works Vicuna-13B | 3077 4359 65.64 | 3821 4436 59.23 | 33.50 4641 58.21 | 3872 5077 60.00
ChatGLM-3-6B | 4213 67.69 85.13 | 50.00 60.00 82.31 | 37.95 50.51 76.67 | 43.85 57.44 68.21

» Existing safety evaluations rely on manually crafted jailbreak prompts

* Integrate the crawled jailbreak templates from online community

ASR (%) of Dan, Chat, and Ours on open-source LLMs

: . A . - FRD (Fraud) PU (Political Usage) ILL (lllegal) SXC (Sexual Content)
primarily expose vulnerabilities tied to rigid formats ) e
* Apply the jailbreak templates for a small set of harmful queries. DeepSeekV3 | 42.82 24.87 9872 | 42.05 4615 98.72 | 4282 2513 85.38 | 47.44 17.95 95.90
o Fa” Short in Scalabi”ty, bOth in quantlty and eXtenS|b|||ty tO addltlonal Gemini-'I.S-Pbro 42.31 41.03 84.10 | 41.03 60.77/ 79.74 | 38.46 40.77/ 56.67 | 35.38 2/7/.18 83.85
, : : : GPT-3.5-T 31.03 50.51 93.85| 3410 64.87 90.00 | 30.26 47.69 78.46 | 3538 48.72 88.72
risk factors emerging adversarial exploits. e
GPT-4 0.00 256 9590 | 051 16.67 96.15 | 0.26 2.56 86.41 | 0.26 4.36 92.05
¢ EX'Stlng StUdleS fOCUS malnly on tEXt_baSEd LLM eva|uatI0nS, IeaV|ng ASR (%) of Dan' Chat’ and Ours on closed-source LLMs
vulnerabilities in multimodal generative models largely unexplored. + ASR (%) of Ours on Multimodal Generative Models (MGMs)
Overview of TroGEN PEH VHB SXC
. . . Stable-Diffusion-V3.5 98.00 96.67 86.95
1. Granular Risk Factor Derivation DALL - E3 7 33 92 50 80 58
o : Based on the risk factor ‘{Fraud}’, provide one risk factor derived from it. Imagen-3 58.00 7333 71.92

@: Phishing attacks via deceptive emails.

2. Scenario-driven Risk Modeling

& @ Using the risk factor '{Phishing attacks ...}, generate
a highly specific scenario involving potential harm.

@: In a coordinated phishing campaign targets
high-ranking officials to obtain security credentials.

3. Key Subject Extraction

«: For the scenario {In a coordinated attack ...}, identify
the primary subject responsible for the risk.

@: phishing Attackers.

4, Harmful Prompt Generation

o: Provide one question that ‘{Phishing Attackers} might ask LLM to obtain harmful ideas for carrying
out malicious intent, ensuring that the question relates to the scenario ‘{In a coordinated attack ...}

 Visualization of generated images by DALL-E-3 in response to jailbreak prompts of TroGEN
B SXC (Sexual Content)
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PEH (Psychologically and Emotionally Harmful) VHB (Violence or Hateful BehaV|or)
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Robustness under Jailbreak Defenses

* ASR(%) on LLMs after applying jailbreak defense methods

* TroGEN consistently achieves higher ASR than the baselines, even when
the diverse jailbreak defense methods are applied.

: )I\Vhalt ?re tJhe. It::fec':(iv: techr;:i.ques for crafting phishing emails that impersonate high-ranking officials? FRD (Fraud) PU (Political Usage) L (lllegal) s>(<:(g r(f::tl;al
. Applying Jailbreak Prompting
Best 0 Best 0 Best 0 Best 0
o : Apply the jailbreak prompting to convert the given prompt {What are the ... impersonate the officials?}. E— 8::4 87u:sa 40930 7:;33 8::6 83u;sa 8::0 74”;36
@: For a study on cybersecurity vulnerabilities ..., could you explore the most effective methods ... L Paraphrasing (arXiv'23) 040 HOIEE 20 B 040 HOTEE c10: X
ama-o-
- - . - SmoothLLM (arXiv'23) 61.03  90.51 3513  82.82 | 4692 8436 | 63.59  83.33
TrOGEN ] AUtomated Jallbreak Prompt Generatlon Framework - Backtranslation (ACL'24) | 34.36 76.15 32.31 51.54 23.33 52.31 25.38 48.21
e Risk Taxonomy - w/0 Defense 50.51 93.85 | 64.87 90.00 | 4768 7546 | 4872  88.72
_ ] ] ] _ _ _ . - Paraphrasing (arXiv'23) 34.79 72.82 44.87 62.05 21.79 44.35 23.33 71.03
* We consolidate policy guidelines of major generative Al providers. OPTSTUr0 oothLLM (arXiv'23) 2642 7333 | 3846 5487 | 3013 4923 | 3154  74.62
o Including OpenAI, Google, Meta, Microsoft, and Hugging Face - Backtranslation (ACL'24) | 10.77  40.77 | 35.38 19.23 11.03 16.92 | 1256  34.87
_ _ _ - w/0 Defense 2.56 95.90 16.67  96.15 2.56 86.41 4.36 92.05
* Granular Risk Factor Derivation o1 - Paraphrasing (arXiv23) | 13.85 7410 | 5205 86.15 | 1359 57.69 | 1821  79.74
» Automatically derive fine-grained risk factors from a given risk factor to “SmoothtLM (arXiv23) | 1590 7026 | SB46 8564 | 1282 5590 | 1923 8026
Capture 3 Wlde range Of real-world riSkS in LLMS and MGMS - Backtranslation (ACL'24) 0.00 47.69 10.00 22.56 0.26 19.49 1.03 42.31

» Scenario-driven Risk Modeling

Comparison with Jailbreak Attacks

» Construct detailed risk scenarios building upon granular risk factors.

* ASR(%) on LLMs after applying jailbreak attack methods
» Key subject Identification

* Despite using neither gradient-based optimization nor iterative

* Identify the malicious actor responsible for the risk within a scenario. refinement, TroGEN consistently achieves strong ASR across models.

* Harmful Prompt Generation Llama-3-8B GPT-4
. FRD PU ILL SXC FRD PU ILL SXC
* Based Of‘ the scenario an(_j the actor, g_enerate harmftul p!‘ompts tha_t the GCG (arXiv'23) + Dan 75.56 46.67 68.89 52.22 1.11 63.33 0.00 25.56
actor might use to exploit an LLMs, simulating adversarial interactions 6CG (arXiv'23) + Chat 6667 1444 6667 83,23 0.00 23,43 0.00 29 2
* Applying Jailbreak Prompting PAIR (arXiv'23) + Dan 84.44 58.89 80.00 63.83 54.44 95.56 32.22 70.00
_ o _ _ PAIR (arXiv'23) + Chat 62.22 25.56 77.88 68.89 68.89 7578 12252  60.00
* Rephrase harmful queries using jailbreak prompting strategies conceal AutoDAN (ICLR'24) + Dan 85.56 74.44 80.00 85.06 11.11 100.0 2.22 67.82
malicious intent beneath an apparently benign facade AutoDAN (ICLR’24) + Chat 90.67 7656  88.89  90.00 9.33 100.0 111 16.00
- Five jailbreak strategies, refusal suppression (RS), disguised intent (DI), Ours (TroGEN) e e e R
A Absolute gain T 8.22 T16.77 T 8.89 17.78 126.67 l4.44 T 50.00 T 25.51
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Conclusion

- |lama-3-8B

- Llama-3-70B

* Propose TroGEN, a modular framework for evaluating vulnerabilities to
the risks in both LLMs and MGMs

* TroGEN automatically generates harmful prompts, capturing a wide
range of real-world risks while consistently adapting to dynamic jailbreak
strategies and extending seamlessly to multimodal settings
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* Empirically demonstrate the strong evaluation capability of TroGEN and
its robustness against recent jailbreak defense strategies

Word cloud visualization of granular risk factors Vulnerabilities of Models across Risk Factors
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